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#### Abstract

In this paper, we consider the problem of mobile agent-based e-shopping. We analyse the probability of success (the probability that an agent can find the destination shop) and the population growth of mobile agents. We found that though a single mobile agent may act randomly, the behaviour of all mobile agents as a whole has some stochastic properties. Our mathematical analysis provides a way to estimate user satisfaction and network performance. Since there is a trade-off between these two factors, managers can achieve maximum benefits by tuning the relevant parameters in our analysis according to the users' requirements and the characteristics of the network.
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## 1 Introduction

The growth of the internet has created a new era of information technology that has changed the lives of millions of people around the world, especially in developed countries. E-shopping is a new kind of business that has come to play an important role in modern life (Barain, 1998-2003; Ahola et al., 2000; Gallaugher, 2002; Feldman, 2000). People can buy and sell things on the internet without ever having to leave home to go out to a shopping mall. Vendors set up e-shops and ultimately construct an online shopping system. Buyers enter relevant net sites, check information about the goods they are interested in, compare quality and prices in different shops, make decisions, and ultimately make their purchase digitally. On one hand, the seller no longer needs to print and mail catalogues, nor maintain an order-taking department, which dramatically lowers costs. On the other hand, the buyer can easily compare catalogues from different many shops, which leads to more choices of products and more convenient price comparison and decision-making. Even though shopping malls have social and traditional aspects that continue to attract buyers, e-shopping now poses a major challenge to brick-and-mortar retail establishments. A survey of existing techniques for agent-mediated e-commerce is provided in He et al. (2003).

Mobile agents, decision-making programmes that are capable of migrating autonomously from node to node in a computer network, are changing the face of e-business and reshaping current business models (Wagner and Turban, 2002). Milojicic (2000) described mobile agents as autonomous, adaptive, reactive, mobile, cooperative, interactive, and delegated. The potential benefits of this technology, including the reduction of network bandwidth consumption and latency, have drawn a great deal of attention in both academia and industry (Brazier et al., 2002; Claessens et al., 2003; Gray et al., 2000; Lange and Oshima, 1999; Li and Lam, 2002; Sum et al., 2003; Tang and Pagurek, 2002; Wang, 1995). The applications of mobile agents, from electronic commerce to distributed computation, have also been studied extensively. Successful examples of mobile agent applications in e-shopping can be found in Menczer et al. (2002), Marques et al. (1999), Kim and Noh (2003) and Kowalczyk et al. (2002). In general, when a mobile agent is encapsulated with a task, it can be dispatched to a destination. After executing and accomplishing its tasks, the summary report of its trip is sent back to the server.

Though a number of mobile agent-mediated e-commerce systems have been designed and implemented in academic institutions and commercial firms, few fully meet the needs of large, complex applications. If mobile agents are to have significant impact in practice, quantitative studies on their behaviours should be explored, to reveal the properties and nature of the mobile agent approach and ultimately guide future research. Although the efficiency of applying mobile agent techniques has been demonstrated and reported in the literature, the mathematical modelling and analysis of mobile agents' behaviours is still in its infancy. Brewington et al. (1999) formulated a method of mobile agent planning, which is analogous to the 'travelling salesman problem' (Garey and Johnson, 1979), to decide the sequence of nodes to visit in a way that will minimise the total execution time until the desired information is found. In Kim and Robertazzi (2000), several statistical models of mobile agents were considered, including dwell time on nodes, average life span, cloning, the inter-reporting process, and the report arrival process.

In order to conserve network resources and achieve a good probability of success, it is desirable to dispatch a small number of mobile agents. In large-scale networks, mobile agents will be generated frequently. If there are too many agents running in the network, they will consume too many network resources, which will affect network performance and ultimately block the entire network; on the other hand, if there are too few agents running in the network, there is no guarantee that the destination shops will be found quickly. Therefore, it is necessary to analyse both the probability of success and the population growth of mobile agents.

In this paper, we concentrate on the problem of how to measure the behaviour of mobile agents during their search. A preliminary version of this work appeared in Qu et al. (2003). Our contributions are summarised as follows: First, we estimate the probability, $P^{*}(d)$, that $k$ agents can find the destination in $d$ jumps:

$$
P^{*}(d) \leq 1-\left[(n-1) /\left(n+\sigma_{1}-1\right)\right]^{k}
$$

where $n$ is the number of the nodes in the network, and $\sigma_{1}, \sigma_{n}$ are the largest and smallest number of neighbouring hosts for each node in the network. Second, the population distribution number of mobile agents is presented, $\vec{p}(t)=k m \vec{e}+A \vec{p}(t-1)$, where $k$ is the number of agents generated per request, $m$ is the average number of request keyed in a
host at any time, $\vec{e}=(1,1, \ldots, 1)^{T}$, and $A$ is a matrix that is derived from the connectivity matrix of the network. The total number of agents running in the network is less than $\left(n^{2} \sigma_{1} k m\right) /\left(n+\sigma_{1}-1\right)$. The population of mobile agents running in each host denoted by $p_{j}(t)$ satisfies:

$$
\begin{aligned}
& k m+\left(1-\xi^{d-1}\right)[1-1 /(n-n \xi)]\left(D_{j}-1\right) k m \leq p_{j}(t) \leq k m \\
& \quad+\left(1-\xi^{d-1}\right)[1-1 /(n-n \xi)]\left(D_{j}-1\right) k m
\end{aligned}
$$

where $\xi=\|A\|_{1}=\max _{1 \leq j \leq n}\left\|a_{j}\right\|_{1}, \quad \zeta=\min _{1 \leq j \leq n}\left\|a_{j}\right\|_{1}, a_{j}$ is the $j$ th column of matrix $A$, and $D_{j}$ is the degree of the $j$ th host.

The rest of this paper is organised as follows. Section 2 introduces some background information regarding our analysis. Section 3 presents some analytical results for mobile agents, including the probability of success and the population of agents. Section 5 concludes the paper.

## 2 Model

As we know, for one online purchase, the buyer keys an order, or goods list, in one server. The order may ask for information such as price, quality, transport cost, etc. of the goods; it might ask for goods with an upper price limit, for goods directly from pre-pointed shops, or some combination of requests. When a server receives an order for an information search, it will generate a number of mobile agents and dispatch them into the network. Those agents will roam the network until they find their appropriate destination shops, searching for relevant information, and sending it back to the server. Figure 1 shows an example of this process.

Figure 1 An example of the searching process


The essential idea of our model can be summarised as follows: once a request is received from a server, the server will generate a number of mobile agents. These agents will then move out from the server searching for appropriate destination shops. From each host, the agent will randomly select a neighbouring host to jump to. Considering that there may be some malicious hosts in the network, we assume that it is possible for an agent to be eaten by its current host. Once an agent finds the address of the destination host, a message is sent back to the server following the same path, leaving marks on the hosts along its path. Our analysis makes the following assumptions:

- There are n nodes in the network.
- At any time $t$, the expected number of requests keyed in one host is $m$. Once a request arrives, k agents are created and sent out into the network.
- When an agent reaches a host, it will check whether that current host is its destination. If the agent cannot find its destination in the current host, it will jump to any of the neighbouring hosts or die in the current host, with the same probability.
- Once an agent reaches its destination, it submits its goods list to the host and dies. After the host fulfils the relevant requirements, a new agent is generated and dispatched to the server with the resulting information.
- To prevent the user from waiting too long, and to reduce unnecessary searching in the network, we further assume that if an agent cannot find its destination in d jumps, it will die.

In the following segment, we introduce some of the notations and definitions used in this paper. Since the topology of a network can be decided uniquely by its connectivity matrix, the connectivity matrix plays an important role in network management. In this paper, we apply the connectivity matrix for our analysis. For this paper, we assume that there are $n$ nodes in the network, and the network topology is a connected graph so that there is at least one path between any two hosts. Matrix $C=\left(c_{i j}\right)_{n \times n}$ is the connectivity matrix that describes the connectivity of the graph, i.e., if there is a direct link between host $i$ and host $j, c_{i j}=c_{j i}=1$. Otherwise, $c_{i j}=0$. Let $c_{j}$ be the $j$ th column vector of matrix $C: C=\left(c_{1}, c_{2}, \ldots, c_{n}\right) . \quad D_{j}=\left\|c_{j}\right\|_{1}=\sum_{i=1}^{n}\left|c_{i j}\right|, \quad \sigma_{1}=\max _{1 \leq j \leq n} D_{j}, \quad \sigma_{n}=\min _{1 \leq j \leq n} D_{j}$. $D=\operatorname{diag}\left(D_{1}, D_{2}, \ldots, D_{n}\right)$ is a diagonal matrix. It is easy to see that $D_{j}$ is the number of neighbouring hosts of the $j$ th host including itself, and $\|C\|_{1}=\max _{1 \leq j \leq n}\left\|c_{j}\right\|_{1}=\sigma_{1}$. For example, suppose that the graphical structure of a network is as shown in Figure 2:

Figure 2 An example of a small network


Accordingly, $n=5, \sigma_{1}=4, \sigma_{n}=2$, matrix $C$ and matrix $D$ can be given as follows:

$$
C=\left(\begin{array}{lllll}
1 & 1 & 1 & 0 & 0 \\
1 & 1 & 0 & 1 & 1 \\
1 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 1
\end{array}\right) \quad D=\left(\begin{array}{lllll}
3 & 0 & 0 & 0 & 0 \\
0 & 4 & 0 & 0 & 0 \\
0 & 0 & 2 & 0 & 0 \\
0 & 0 & 0 & 2 & 0 \\
0 & 0 & 0 & 0 & 2
\end{array}\right)
$$

## 3 Analysis

In this section, we present an analysis of the probability of success and the population distribution of mobile agents.

### 3.1 The probability of success

First, we assume that the lengths of each link between two nodes are the same, and the probability that an agent can find its destination at the current host is $1 / n$, then the searching time is determined by the number of jumps. Assuming that the probability of jumping to any neighbouring host or die is the same, we have the following theorem for the probability that an agent can find the destination in $d$ jumps as follows:

Theorem 1: The probability, $P^{*}(d)$, that at least one agent among the $k$ agents can find the destination in d jumps satisfies the following inequalities such as:

$$
P^{*}(d) \leq 1-\left[1-\frac{1}{n} \cdot \frac{1-x^{d}}{1-x}\right]^{k} \text { and } \lim _{d \rightarrow \infty} P^{*}(d) \leq 1-\left(\frac{n-1}{n+\sigma_{1}-1}\right)^{k}
$$

where $x=(1-1 / n)\left(1-1 / \sigma_{1}\right)$.
Proof: Denote the sequence number of the node that the agent entered at the $d$ th jump by $J_{d}$ and the probability that an agent can find its destination at the $d$ th jump by $P(d)$. The probability that an agent can find its destination at the first jump is $P(1)=1 / n$ and the probability it cannot find the destination is $1-1 / n$ If the agent cannot find its destination, the probability that it can jump out and continue to search is $(1-1 / n)\left[\left(D_{J_{1}}-1\right) / D_{J_{1}}\right]$, and the probability that it can find its destination at the second jump is $P(2)=(1 / n)(1-1 / n)\left[\left(D_{J_{1}}-1\right) / D_{J_{1}}\right]$; the probability that it cannot find its object at the second jump is $(1-1 / n)^{2}\left[\left(D_{J_{1}}-1\right) / D_{J_{1}}\right]$. If the agent cannot find its destination at the second jump, the probability that it takes the third jump is $(1-1 / n)^{2}\left[\left(D_{J_{1}}-1\right) / D_{J_{1}}\right]\left[\left(D_{J_{2}}-1\right) / D_{J_{2}}\right]$, and therefore we have $P(3)=(1 / n)(1-1 / n)^{2}\left[\left(D_{J_{1}}-1\right) / D_{J_{1}}\right]\left[\left(D_{J_{2}}-1\right) / D_{J_{2}}\right]$. Similarly, the probability that an agent can find its destination host at the $d$ th jump is

$$
P(d)=\frac{1}{n}\left(1-\frac{1}{n}\right)^{d-1} \prod_{i=1}^{d-1} \frac{D_{J_{i}}-1}{D_{J_{i}}} \leq \frac{1}{n}\left(1-\frac{1}{n}\right)^{d-1}\left(\frac{\sigma_{1}-1}{\sigma_{1}}\right)^{d-1}
$$

So the probability, $P^{*}(d)$, that at least one agent among $k$ agents can find the destination host in $d$ jumps satisfies the following:

$$
P^{*}(d)=\sum_{s=1}^{k} C_{k}^{s}\left[\sum_{t=1}^{d} P(t)\right]^{s}\left[1-\sum_{t=1}^{d} P(t)\right]^{k-s}=1-\left[1-\sum_{t=1}^{d} P(t)\right]^{k}
$$

Due to $(1-1 / n)\left(1-1 / \sigma_{1}\right)<1$, we have

$$
\sum_{t=1}^{d} P(t) \leq \sum_{t=1}^{d} \frac{1}{n}\left(1-\frac{1}{n}\right)^{t-1}\left(\frac{\sigma_{1}-1}{\sigma_{1}}\right)^{t-1}=\frac{1}{n} \cdot \frac{\left[\left(1-\frac{1}{n}\right)\left(1-\frac{1}{\sigma_{1}}\right)\right]^{d}}{1-\left(1-\frac{1}{n}\right)\left(1-\frac{1}{\sigma_{1}}\right)}
$$

Let $x=(1-1 / n)\left(1-1 / \sigma_{1}\right)$, then

$$
\sum_{t=1}^{d} P(t) \leq \frac{1}{n} \cdot \frac{1-x^{d}}{1-x}
$$

Therefore, we have

$$
P^{*}(d) \leq 1-\left[1-\frac{1}{n} \cdot \frac{1-x^{d}}{1-x}\right]^{k}
$$

and furthermore

$$
\lim _{d \rightarrow \infty} P^{*}(d) \leq 1-\left(\frac{n-1}{n+\sigma_{1}-1}\right)^{k}
$$

Hence, the theorem is proven.
The probability that an agent can find its destination is decided by the topology of the network and parameters $k$ and $d$, theoretical results that coincide with practice. From this theorem, we can easily determine that the probability that none of those $k$ agents can find the destination is equal to $\left[(n-1) /\left(n+\sigma_{1}-1\right)\right]^{k}$, and the probability that all the $k$ agents can find the destination is equal to $\left[\sigma_{1} /\left(n+\sigma_{1}-1\right)\right]^{k}$.

### 3.2 The population of agents

Assume that at time $t-1$, there are $p_{i}(t-1)$ agents in the $i$ th host. These agents search for the destination locally; the expected number of agents that cannot find the destination is equal to $(1-1 / n) p_{i}(t-1)$, and the expected number of mobile agents moving from the $i$ th host to the $j$ th host is equal to $(1-1 / n) p_{i}(t-1) / D_{\mathrm{i}}$. The total number of agents moving to the $j$ th host at time $t$ is $\sum_{i \in N B(j)}(1-1 / n)\left(1 / D_{i}\right) p_{i}(t-1)$, where $N B(j)$ denotes the host
set make up of the neighbouring hosts of the $j$ th host. Considering the new generated agents in the $j$ th host at time $t$, we have the following equation:

$$
p_{j}(t)=k m+\sum_{i \in N B(j)}\left(1-\frac{1}{n}\right)\left(\frac{1}{D_{i}}\right) p_{i}(t-1)
$$

where $m$ is the average number of requests initiated at time $t$ at a host, and $k$ is the number of agents generated per request. Let $\vec{p}(t)=\left(p_{l}(t), p_{2}(t), \ldots, p_{n}(t)\right)^{T}$, and $\vec{e}$ be a vector of which all the elements are one, we can express the population distribution of mobile agents in vector-matrix format:

$$
\vec{p}(t)=A \vec{p}(t-1)+k m \vec{e}
$$

where $A=(1-1 / n)(\mathrm{C}-I) D^{-1}=\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ is a matrix, $a_{j}$ is the $j$ th column vector of $A$. Obviously, we have $\left\|a_{j}\right\|_{1}=(1-1 / n)\left[\left(D_{j}-1\right) / D_{j}\right]$

Theorem 2: The distribution of mobile agents can be expressed as follows:

$$
\vec{p}(t)=\left\{\begin{array}{cc}
0 & t=0 \\
\left(I+A+A^{2}+\cdots+A^{t-l}\right) k m \vec{e} & 0<t \leq d \\
\left(I+A+A^{2}+\cdots+A^{d-l}\right) k m \vec{e} & t>d
\end{array}\right.
$$

Proof: First, if the distribution of mobile agents created at time 0 is $\vec{p}(0)$, then after time $t$, the distribution of the surviving agents is $A^{T} \vec{p}(0)$. Second, by the recursive formula of the distribution of mobile agents, $\vec{p}(\mathrm{t})=k m \vec{e}+A \vec{p}(t-1)$, and the assumption that if an agent cannot find the destination in d steps, it will die, we have

- If $t \leq d$,

$$
\begin{aligned}
\vec{p}(\mathrm{t}) & =k m \vec{e}+A \vec{p}(t-1), \\
& =k m \vec{e}+A(k m \vec{e}+A \vec{p}(t-2) \\
& =(I+A)\left(k m \vec{e}+A^{2} \vec{p}(t-2)\right. \\
& =\ldots \\
& =\left(I+A+A^{t-1}\right) k m \vec{e}+A^{t} \vec{p}(0)
\end{aligned}
$$

As we had assumed that the initial population of mobile agents $\vec{p}(0)=0$, the result for $t<d$ is proven.

- If $t>d$, then at time $t$, all the survival agents generated at time $t \leq d$ die; so the distribution of agents under this case can be illustrated as:

$$
\begin{aligned}
\vec{p}(t)= & k m \vec{e}+A \vec{p}(t-1)-A^{d} k m \vec{e} \\
= & \left(I+A+\cdots+A^{t-d-1}\right) k m \vec{e}+A^{t-d} \vec{p}(d)-\left(I+A+\cdots+A^{t-d-1}\right) A^{d} k m \vec{e} \\
= & \left(I+A+\cdots+A^{t-d-1}\right) k m \vec{e}+A^{t-d}\left[\left(I+A+\cdots+A^{d-1}\right) k m \vec{e}+A^{d} \vec{p}(0)\right] \\
& -\left(I+A+\cdots+A^{t-d-1}\right) A^{d} k m \vec{e} \\
= & \left(I+A+\cdots+A^{d-1}\right) k m \vec{e}
\end{aligned}
$$

Hence, the theorem is proven.
From this theorem, we can easily see that the distribution of mobile agents will not exceed $\left(I+A+\cdots+A^{d-1}\right) k m \vec{e}$, i.e., the number of mobile agents in our model has an upper limitation.

Since mobile agents are frequently generated and dispatched to the network, it is important to be able to estimate the maximum number of mobile agents running in the network and in each host. When there are too many agents in the network, they will introduce too much computational overhead in the host machines, which will eventually become very busy and indirectly block the network traffic.

Regarding the number of agents running in the network, we have the following theorem.

Theorem 3: The maximum number of agents running in the network with finite d jumps can be estimated as follows:

$$
\sum_{j=1}^{n} P_{j}(t) \leq \frac{n k m\left(1-x^{d}\right)}{1-x} \text { and } \lim _{d \rightarrow \infty} \sum_{j=1}^{n} P_{j}(t) \leq \frac{n^{2} \sigma_{1} k m}{n+\sigma_{1}-1}
$$

where $x=\|A\|_{1}=(1-1 / n) \cdot\left[\left(\sigma_{I}-1\right) / \sigma_{I}\right]$.
Proof: By the definition of matrix 1-norm, we have

$$
\sum_{j=1}^{n} p_{j}(t)=\|\vec{p}(t)\|_{1} \leq\left\|I+A+\cdots+A^{d-1}\right\|_{1} \cdot\|k m \vec{e}\|_{1} \leq n k m \cdot \sum_{i=0}^{d-1}\left(\|A\|_{1}\right)^{i} \leq \frac{n k m}{1-\|A\|_{1}}
$$

Due to $\|A\|_{1}=(1-1 / n) \cdot\left[\left(\sigma_{I}-1\right) / \sigma_{I}\right]<1$, denoted $\|A\|_{1}$ by $x$ for short, it is easy to prove that

$$
\sum_{j=1}^{n} p_{j}(t) \leq \frac{n k m\left(1-x^{d}\right)}{1-x} \text { and } \lim _{d \rightarrow \infty} \sum_{j=1}^{n} p_{j}(t) \leq \frac{n^{2} \sigma_{1} k m}{n+\sigma_{1}-1}
$$

Hence, the theorem is proven.
Define $\quad \xi=\max _{1 \leq j \leq \mathrm{n}}\left\|a_{j}\right\|_{1}=(1-1 / n)\left[\left(\sigma_{1}-1\right) / \sigma_{I}\right], \quad$ and $\quad \zeta=\min _{1 \leq \leq \mathrm{jn}}\left\|a_{j}\right\|_{1}=(1-1 / n)\left[\left(\sigma_{n}-1\right) / \sigma_{n}\right]$.
For the number of agents running in a host, we have the following theorem:

Theorem 4: The number of agents running in the $j$ th host can be estimated as follows:

$$
\left\{\begin{array}{l}
k m+\left(1-\xi^{t-1}\right)\left(1-\frac{1}{n-n \xi}\right)\left(D_{j}-1\right) k m \leq p_{j}(t) \leq k m+\left(1-\zeta^{t-1}\right) \times \\
\quad\left(1-\frac{1}{n-n \zeta}\right)\left(D_{j}-1\right) k m \quad 0<t \leq d \\
k m+\left(1-\xi^{d-1}\right)\left(1-\frac{1}{n-n \xi}\right)\left(D_{j}-1\right) k m \leq p_{j}(t) \leq k m+\left(1-\zeta^{d-1}\right) \times \\
\quad\left(1-\frac{1}{n-n \zeta}\right)\left(D_{j}-1\right) k m \quad t>d
\end{array}\right.
$$

Proof: Assume that $N B(j)$ is a set constituted by all the neighbouring hosts of the $j$ th host. By recursion, we have

$$
\begin{aligned}
& p_{j}(0)= 0 \\
& p_{j}(1)= k m \\
& p_{j}(2)= k m+\sum_{i \in N B(j)}(1-1 / n) p_{i}(1) / D_{i} \\
& \leq k m+\sum_{i \in N B(j)}\left(k m-\frac{k m}{n}-\zeta k m\right) \\
&=D_{j} k m+\sum_{i \in N B(j)}\left(k m-\frac{\left(D_{j}-1\right) k m}{n}-\zeta\left(D_{j}-1\right) k m\right) \\
& \begin{aligned}
& p_{j}(3)= k m+\sum_{i \in N B(j)}\left[\left(1-\frac{1}{n}\right) p_{i}(2)\right] / D_{i} \\
& \leq k m+\sum_{i \in N B(j)}\left[\left(1-\frac{1}{n}\right) k m-\frac{1}{n} \zeta k m-\zeta^{2} k m\right] \\
&= D_{j} k m-\frac{1}{n}\left(D_{j}-1\right) k m-\frac{1}{n} \zeta\left(D_{j}-1\right) k m-\zeta^{2}\left(D_{j}-1\right) k m \\
& p_{j}(t) \leq D_{j} k m-\frac{1}{n}\left(D_{j}-1\right) k m \sum_{s=0}^{t-2} \zeta^{s}-\zeta^{t-1}\left(D_{j}-1\right) k m \\
&= k m+\left(1-\xi^{t-1}\right)\left[1-\frac{1}{n(1-\xi)}\right]\left(D_{j}-1\right) k m
\end{aligned}
\end{aligned}
$$

Similarly, we have

$$
p_{j}(t) \geq D_{j} k m-\frac{1}{n}\left(D_{j}-1\right) k m \sum_{s=0}^{t-2} \xi^{s}-\xi^{t-1}\left(D_{j}-1\right) k m
$$

$$
=k m+\left(1-\xi^{t-1}\right)\left[1-\frac{1}{n(1-\xi)}\right]\left(D_{j}-1\right) k m
$$

When $t \geq d$, since $p_{j}(t)=\left(I+A+\cdots+A^{d-1}\right) k m \vec{e}$, the bounds are fixed and irrelevant to $t$. Hence, the theorem is proven.
It is easy to see that $\mathrm{p}_{j}(t)$ is related to the values of $k, m, t$ and the topology of the network, which agrees with our intuition. When $t$ is big enough, both $\zeta$ and $\xi$ approximate to zero, then we have the following corollary:

Corollary 1: If t is big enough, then we have:

$$
p_{j}(t) \approx k m+\left[1-\frac{1}{n}\right]\left(D_{j}-1\right) k m
$$

Furthermore, since both $1-\zeta^{d-1}$ and $1-1 /(n(1-\zeta))$ are less than 1 , we have $p_{j}(t) \leq D_{j} k m$, which is a result given in Menczer et al. (2002).

## 4 Experimental results

In this section, we present some examples to explain the analytical results given in Section 3. We have conducted many experiments for several network topologies and found that our analytical results are reasonable for the different topologies. Here, because of space limitations, we list only the experimental results for three graphs. Figure 3(a) is a square lattice, Figure 3(b) is a Cayley tree with $u$ branches, and Figure 3(c) is a complete graph.

Figure 3 Three kinds of graphs for experiments


### 4.1 Searching time of per request

In this subsection, all the experimental results conclude the three cases as shown in Figures 4-6. Table 1 presents the experimental results on the upper bound of the survival probability (UBSP) and the lower bound of the successful probability (LBSP); survival probability is defined as the probability that an agent can survive after $d$ jumps and the lower bound of the successful probability is defined as the probability that the destination can be found within $d$ jumps. The results shown in Table 1 are for the case in which $k=20$. We can see that, when $d$ increases, USBP will decrease and LBSP will increase. As $n$ increases, USBP will increase and LBSP will decrease. Furthermore, if UBSP is very large, the LBSP will increase rapidly with the growth of $d$, and if USBP is very
small, the LBSP will increase slowly; when the LBSP increases too slowly, the process of searching should be shut down. All of these results are coherent with Theorem 1 and its conclusions. Table 2 shows the experimental results on the lower bound on $k$ when $d$ approximates to infinity. The values in the first row of the table are values of $P_{0}$. We can see that the larger the degree of node (the number of neighbouring hosts), the fewer the number of agents needed.

Figure 4 Results for square lattice (Figure 3(a))


Figure 5 Results for Cayley tree (Figure 3(b))


Figure 6 Results for complete graph (Figure 3(c))


Table 1 The experiment results on UBSP and LBSP

| $n$ |  | 10 |  | 20 |  | 50 |  | 100 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | UBSP | LBSP | UBSP | LBSP | UBSP | LBSP | UBSP | LBSP |
| 200 | A | 0.1283 | 0.2549 | 0.0131 | 0.2586 | $1.3955 \mathrm{e}-05$ | 0.2586 | $1.5502 \mathrm{e}-10$ | 0.2586 |
|  | B | 0.6289 | 0.5554 | 0.3756 | 0.7273 | 0.0801 | 0.8449 | 0.0061 | 0.8642 |
|  | C | 0.9137 | 0.6247 | 0.8266 | 0.8519 | 0.6119 | 0.9878 | 0.3707 | 0.9995 |
| 500 | A | 0.1318 | 0.112 | 0.0139 | 0.1129 | $1.6174 \mathrm{e}-05$ | 0.1130 | $2.0885 \mathrm{e}-10$ | 0.1130 |
|  | B | 0.6462 | 0.2770 | 0.3978 | 0.4067 | 0.0928 | 0.5315 | 0.0082 | 0.5592 |
|  | C | 0.9646 | 0.3275 | 0.9267 | 0.5441 | 0.8219 | 0.8510 | 0.6727 | 0.9729 |
| 1 e 3 | A | 0.1330 | 0.0572 | 0.0140 | 0.0582 | $1.6987 \mathrm{e}-05$ | 0.0582 | $2.3062 \mathrm{e}-10$ | 0.0582 |
|  | B | 0.6520 | 0.1497 | 0.4054 | 0.2300 | 0.0974 | 0.3170 | 0.0091 | 0.3385 |
|  | C | 0.9822 | 0.1806 | 0.9627 | 0.3273 | 0.9066 | 0.6232 | 0.8203 | 0.8507 |
| 2 e 3 | A | 0.1336 | 0.0290 | 0.0143 | 0.0295 | $1.7409 \mathrm{e}-05$ | 0.0295 | $2.4233 \mathrm{e}-10$ | 0.0295 |
|  | B | 0.6550 | 0.0779 | 0.4093 | 0.1226 | 0.0999 | 0.1740 | 0.0095 | 0.1874 |
|  | C | 0.9910 | 0.0950 | 0.9812 | 0.1805 | 0.9522 | 0.3898 | 0.9057 | 0.6230 |
| 1 e 4 | A | 0.1341 | 0.0059 | 0.0144 | 0.0060 | $1.7753 \mathrm{e}-05$ | 0.0060 | $2.5212 \mathrm{e}-10$ | 0.0060 |
|  | B | 0.6573 | 0.0161 | 0.4124 | 0.0258 | 0.1018 | 0.0376 | 0.0099 | 0.0408 |
|  | C | 0.9982 | 0.0198 | 0.9962 | 0.0392 | 0.9902 | 0.0948 | 0.9804 | 0.1805 |
| 1 e 6 | A | 0.1342 | 5.8958e-05 | 0.0144 | 5.9980e-05 | 1.7840e-05 | 5.9998e-05 | $2.5460 \mathrm{e}-10$ | 5.9998e-05 |
|  | B | 0.6579 | $1.6214 \mathrm{e}-04$ | 0.4132 | $2.6157 \mathrm{e}-04$ | 0.1023 | $3.8330 \mathrm{e}-04$ | 0.0100 | $4.1672 \mathrm{e}-04$ |
|  | C | 0.99982 | $1.9998 \mathrm{e}-04$ | 0.99996 | $3.9992 \mathrm{e}-04$ | 0.9999 | $9.9948 \mathrm{e}-04$ | 0.9998 | 0.0020 |

Table 2 The lower bond on $k$ when $d$ approximates to infinity

| $n$ | Case | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 200 | A | 5 | 9 | 15 | 21 | 28 | 37 | 49 | 65 | 93 |
|  | B | 2 | 3 | 4 | 5 | 7 | 9 | 12 | 16 | 22 |
| 500 | C | 1 | 1 | 1 | 1 | 1 | 2 | 2 | 3 | 4 |
|  | A | 11 | 23 | 36 | 52 | 70 | 92 | 121 | 162 | 231 |
|  | B | 3 | 6 | 9 | 12 | 17 | 22 | 28 | 38 | 54 |
|  | C | 1 | 1 | 1 | 1 | 1 | 2 | 2 | 3 | 4 |
| 1000 | A | 22 | 45 | 72 | 103 | 139 | 184 | 242 | 323 | 462 |
|  | B | 5 | 11 | 17 | 24 | 32 | 43 | 56 | 74 | 106 |
|  | C | 1 | 1 | 1 | 1 | 1 | 2 | 2 | 3 | 4 |
|  | A | 43 | 90 | 143 | 205 | 278 | 367 | 482 | 645 | 922 |
|  | B | 10 | 21 | 33 | 47 | 64 | 84 | 110 | 148 | 211 |
| 10000 | C | 1 | 1 | 1 | 1 | 1 | 2 | 2 | 3 | 4 |
|  | A | 211 | 447 | 714 | 1022 | 1387 | 1833 | 2409 | 3220 | 4606 |
|  | B | 48 | 102 | 163 | 233 | 316 | 417 | 548 | 733 | 1048 |
|  | C | 1 | 1 | 1 | 1 | 1 | 2 | 2 | 3 | 4 |
| 1000000 | A | 2108 | 44629 | 71335 | 102170 | 138630 | 183260 | 240790 | 321890 | 460520 |
|  | B | 479 | 10143 | 16213 | 23220 | 31507 | 41650 | 54727 | 73157 | 104660 |
|  | C | 1 | 1 | 1 | 1 | 1 | 2 | 2 | 3 | 4 |

### 4.2 The population of agents

In this subsection, we present some experimental results on the population of mobile agents. Figures 4-6 show the results on the population of agents running in a host. Here, we compare our results with that in Menczer et al. (2002). In the figures, UBA refers to our results for the upper bound on the population of agents running in a host, while ER refers to the simulation results of existing work. It is obvious that our results greatly outperform the existing results when the number of neighbouring hosts is not very small.

## 5 Concluding remarks

In this paper, we addressed the problem of mobile agent-based e-shopping. We analysed the growth of the population of mobile agents and the probability of their success. We obtained the following analytical results:

- The probability of success, $P(d)$, that an agent can find the destination in $d$ jumps is less than $(1 / n)[1-(1 / n)]^{d}\left[1-\left(1 / \sigma_{1}\right)\right]^{d-1}$, where $n$ is the number of hosts in the network, $\sigma_{1}$ is the maximum degree of hosts in the network, and $d$ is the number of jumping hops.
- The probability of success that $k$ agents can find the destination in $d$ jumps is estimated as $P^{*}(d) \leq 1-\left(n-1 /\left(n+\sigma_{1}-1\right)\right)^{k}$, where $k$ is the number of agents generated per request.
- The population distribution can be expressed as $\vec{p}(t)=\left(I+A+\cdots+A^{d-1}\right) k m e$ or $\vec{p}(t)=k m \vec{e}+A \vec{p}(t-1)$ when $0<t \leq d$ and $\vec{p}(t)=\left(I+A+\cdots+A^{d-1}\right) k m \vec{e}$ when $t>d$, where $\vec{p}(t)$ is a population vector, $m$ is the average number of requests entering a host at any time, $\vec{e}=(1,1, \ldots, 1)^{T}$ is a vector, $A$ is a matrix derived from the connectivity matrix, and $d$ is a time bound which is given before the agents start their tasks.
- The total number of agents running in the network is less than $\left(n^{2} \sigma_{1} k m\right) /\left(n+\sigma_{1}-1\right)$.
- The population of mobile agents running in each host, $p_{j}(t)$, satisfies

$$
\begin{aligned}
& k m+\left(1-\xi^{d-1}\right)[1-1(n-n \xi)]\left(D_{j}-1\right) k m \leq p_{j}(t) \leq k m \\
& \quad+\left(1-\zeta^{d-1}\right)[1-1(n-n \zeta)]\left(D_{j}-1\right) k m
\end{aligned}
$$

where $\xi=\|A\|_{1}=\max _{1 \leq j \leq n}\left\|a_{j}\right\|_{1}, \zeta=\min _{1 \leq j \leq n}\left\|a_{j}\right\|_{1}, a_{j}$ is the $j$ th column of matrix $A$, and $D_{j}$ is the degree of the $j$ th host.

## 6 Implications for management

With dramatic advances in the internet and in the computer industry, computers are no longer isolated number factories. Many new applications, from e-business to e-government and e-education, have been created, thanks to the exponential growth of the internet user base and the widespread popularity of the World Wide Web. Integrating these applications into a unitary e-society will require a common infrastructure for these applications. The advantage of mobile agents is that they provide a single infrastructure within which a wide range of distributed applications can be implemented easily, efficiently, and robustly Gray et al. (2000).

Since mobile agents are the medium for executing various applications, their behaviours are vital for both network performance and user satisfaction. In our study, we found that though a single mobile agent may act randomly, the behaviour of all mobile agents as a whole has some stochastic properties. In this paper, we analysed the probability of success and the population distribution as a way to estimate user satisfaction and network performance. Since there is a trade-off between these two factors, managers can achieve maximum benefits by tuning the relevant parameters in our analysis according to the users' requirements and the characteristics of the network.
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